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Abstract

Technology has been playing a major role in facilitating the
capture, storage and communication of multimedia data, re-
sulting in a large amount of video material being archived.
To ensure its usability, the problem of automatic annota-
tion of videos has been attracting the attention of much re-
searches. In previous work, we proposed a multistage deci-
sion making system to deal with the problem of automatic
sports video classification. The system is founded on the
concept of cues, i.e. pieces of visual evidence, characteris-
tic of certain categories of sports that are extracted from key
frames. In this paper we propose a simple cue generation
method based on the motion activity. The cue is motivated
by the fact that different sports have different level of motion
activity (e.g. snooker has little activity while rugby has high
motion activity). This cue, together with other cues, will be
used by the decision making system to classify video shots.
Experimental results on sports video materials demonstrate
the benefits of the motion cue generation method.

Keywords : Sport video, dominant colour, motion, se-
mantic cue.

1. Introduction

The generation of digital multimedia content continues to
witness phenomenal growth. In the particular domain of
sport, many events are taking place every day, and an over-
whelming vast amount of sport video materials are being
recorded and stored. Ideally, and to ensure usability, all this
sports material should be annotated, and the meta-data, gen-
erated on it, should be stored in a database along with the
video data. This would allow the retrieval of any impor-
tant event at a later date. Such a system has many uses,
such as in the production of television sport programmes
and documentaries. Due to the large amount of material
being generated, manual annotation is both impractical and
very expensive.

In previous work [2], we propose a multistage decision
making system to deal with the problem of automatic sports
video classification. The system is founded on the con-
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cept of cues [7], i.e. pieces of visual evidence, characteristic
of certain categories of sports that are extracted from key
frames. The main decision making mechanism is a boosted
decision tree which generates hypotheses concerning the se-
mantics of the sports video content. The final stage of the
decision making process is a Hidden Markov Model system
which bridges the gap between the semantic content cate-
gorisation defined by the user and the actual visual content
categories. The latter is often ambiguous, as the same vi-
sual content may be attributed to different sport categories,
depending on the context. Different cue detection meth-
ods have been developed based on visual features such as
colour and texture [5, 6, 8]. Each method can be used to
form a number of different cue-detectors provided that suit-
able training data is available. In this paper we propose a
cue generation method based on motion activity.

Motion is an important source of information used to
provide valuable cues. Motion information in various forms
has been deployed in many existing systems addressing
sport video annotation. In [1], Gong et al. used block
matching method for motion detection for the automatic
parsing of football videos. Zhou et al. [9] used motion
information to develop rule-based classification system ad-
dressing Basketball videos. They used two statistical mo-
tion descriptors: dominant motion direction and motion
magnitude of the motion vectors. Kobla et al. [4] used mo-
tion information as part of a set of features for distinguish-
ing sports video clips from other clips. Various global cam-
era/object motion statistics were computed for this purpose.
Kijak et al. [3] used motion information to calculate an
activity measure that reflects camera motion for each shot.
They used this measure, together with dominant colour in-
formation, to identify global view shots. Most of these work
addressed a single discipline. Also they are computation-
ally expensive. Different sport has different pattern of ob-
ject and camera motion. For example, global view snooker
sequences are usually characterised with very little object
motion and almost no camera motion, while object motion
in global view rugby sequences are quite high as the case
with camera motion. Motivated by these observations, we



describe a simple and computationally fast motion cue gen-
eration method that estimates motion activity between two
frames in the same shot.

The paper is organised as follows. In Section 2 we give
an algorithm for dominant colour region detection. We then
describe how to generate a Motion Activity Map (MAM)
from two key frames using dominant colour information in
Section 3. The results of experiments designed to demon-
strate the performance of the cue generation method are pre-
sented in Section 4. The paper is concluded in Section 5.

2. Dominant Colour

Most sports are played on a field that have a uniform colour
(e.g. tennis court). A significant portion of most sport
videos represent global views in which a single colour (i.e.
playing field) usually occupies a significant area of the im-
age. Computing the occupancy of the dominant colour in an
image serves as a good feature to train cues to detect such
characteristic views. Also it is used to compute the motion
activity map (as described in the next section). We first need
to generate the dominant colour map (DC M) of an image.
This involves two steps. In the first step, we construct a
colour cube from the image. We assume that each pixel in
this image is represented by (N x 3) bits in the RGB colour
space (i.e. IV bits for each component). A quantisation over
each colour component is performed to group all possible
colours into 273 different colours by considering only the
n most significant bits of each component. The grouping is
done using the following equation:
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A 2™ x 2™ x 2™ colour cube C representing the image is then
created using the quantised version of each pixel. Each cell
in this cube represent one colour (7 g b)” and contains the
frequency of this colour in the image, i.e.:

H W
C(r,g,b) =Y > M(f(z,y), (rgh)"), 0<r,g,b<2"
y=1z=1
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where W is the width of the image, H is its height, f(z,y)
is the quantised colour components of a pixel in the orig-
inal image at x and y position (using equation 1) and

M(C(i,j),rgb) is defined as follows:
Ty _ 1 7’f f(.’L‘,y):('I“gb)T
e o ={ o IS

Once the colour cube is created, we identify the dominant
colour region in this cube C d B that contains pixels repre-
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senting the dominant colour region. This can be done as

follows:
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where d < r,g,b < 2™ — d, and d is a constant that controls
the width and height of the dominant colour region.

Once we have identified the dominant colour region, the
DCM can then be generated as follows:

1 if f(z,y)ecC?,
DCM(z,y) = 7,90
(@) { 0 Otherwise
The process of generating the DC'M is illustrated illus-
trated in Figure 1. Figure 2 shows example images rep-
resenting global view of three different sports and the cor-
responding DC' M .
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(C) Rugby global-view

Figure 2: Images showing a global view of three sporting
events (left column) and the corresponding dominant colour
map (right column). Images belonging to the global view
category are frequent in most of the sporting events. The
dominant colour usually occupies the centre and the bottom
of an image.
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Figure 1: The process of generating the measurement for the dominant colour cue.

3. Motion Activity Map

From the DC'M examples shown in Figure 2, we observed
that objects are represented as small blobs in the dominant
colour region. Comparing the position of these blobs in two
adjacent frames can be a good indicator of both camera and
objects motion. Some sports has little motion activity com-
pared to others. In snooker for example, shots representing
global views have, most of the time, very little motion ac-
tivity. This is due to virtually no camera motion and the
small size of most moving objects (snooker balls). In ten-
nis, the camera moves in global view when a player close
to the camera moves to one side of the court. Object mo-
tion in fennis is basically the movement of the players. In
rugby, camera and object motions varies depending on what
is happening in the game. For example, motion activity in
scrum is less than that of a run.

To generate the feature vector for motion activity cue
generation method, we first need to compute the motion ac-
tivity map (M AM). The MAM is generated from the dom-
inant colour map information (i.e. DC'M) of two frames as
follows:

-1 if DCMy(z,y) =0 and
DCMyys(z,y) =
MAM(z,y) =< +1 if DCM(z,y)=1 and
DCM;i1(z,y) =0
0 otherwise

Figure 3 shows the steps needed to obtain the (M AM) us-
ing the dominant colour information of two frames. Figure
4 shows some examples of the M AM of frames selected
from four different sports. As we can see from the gener-
ated MAMs, snooker has very little motion. Motion activity
is higher when the camera is close to the subjects as we can
see in Figure 4(e). Also we can see that sports differ in the
number of moving objects: two in Figure 4(a), one in Figure
4(c) and many in Figure 4(g). Once the MAM is computed,
we divide the M AM image into nine regions as shown in
Figure 3. A 10-D feature vector is then computed contain-
ing the motion pixels ratio in the M AM and the motion
pixels ratio for each of the nine regions. The motion activ-
ity based cue detector is then trained by providing a suitable
training sets and a decision tree learning algorithm.

4 Experimental Results

Experiments were conducted on a database comprising
video material from three video tapes representing three dif-
ferent sporting events: Tennis (the first two sets of the 2003
Australian open men’s final), Rugby (the second half of the
2003 Six Nations Cup match) and Snooker (four frames
from final match of the 2003 Masters). In each experiment,
two configurations are considered. In the first, 10% of the
material is used for training and the remaining 90% for test-
ing. In the second configuration, and to study the effect
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Figure 3: The process of generating the motion map from two key frames. The motion map captures both motion of the objects
in the scene as well as the camera motion. In this example, we notice that only the tennis players are moving. Camera motion

is almost non-existent.

of increasing the size of the training set, 20% is used for
training and 80% for testing. Each experiment is repeated
10 times and the average rate and the standard deviation of
each measure are reported.

To evaluate the performance of the motion activity cue
method, three cue detectors were created and trained: one
for detecting snooker global view segments, one for detect-
ing tennis global view segments and one for detecting rugby

global view segments. The three cue detectors were used
to detect the corresponding cues in the database. Table 1
shows the performance of the snooker cue. We noticed that
by increasing the training set size, the recall rate did not
change significantly. However, precision did improved sig-
nificantly. This is because the camera motion is very low as
the case with moving objects. Table 2 and Table 3 shows
the result of tennis and rugby cues respectively. Unlike
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Figure 4: Four examples of motion activity maps (MAM) computed from frames selected from four different sports. As we
can see from the generated MAMs, Snooker has very little motion. Motion activity is higher when the camera is close to the
subjects as we can see in (e). Also we can see that sports differ in the number of moving objects two in (a), one in (c) and
many in (g) and their sizes.

Experimental Overall snooker

Setups Classification rate Recall | Precision
Setup 1:

10% training, 93.8%(£ 2.3) 95.7%(£ 3.3) | 91.9%(% 4.6)
90% testing

Setup 2:

20% training, 94.9%(+ 1.3) 95.0%(£ 1.9) | 94.6%(% 3.5)
80% testing

Table 1: The performance of the “snooker” cue based on the motion activity.



Experimental Overall tennis
Setups Classification rate Recall | Precision
Setup 1:

10% training, 91.0%(+£ 2.9)

90% testing

85.5%(£9.1) | 82.3%(£7.3)

Setup 2:
20% training,
80% testing

94.7% (% 1.9)

92.2%(%+ 3.7) | 88.4%(% 4.1)

Table 2: The performance of the “tennis” cue based on the motion activity.

Experimental Overall rugby
Setups Classification rate Recall | Precision
Setup 1:

10% training, 89.3%(£ 2.2)

90% testing

77.6%(+ 8.6) | 81.6%(% 7.8)

Setup 2:
20% training,
80% testing

92.5%(+ 1.8)

82.5% (% 4.6) | 88.4%(=+ 6.6)

Table 3: The performance of the “rugby” cue based on the motion activity.

snooker, rugby and tennis recall and precision rates are sig-
nificantly improved by providing more training samples, as
the motion activities for both cameras and objects in these
two sport are more sophisticated.

5 Conclusion and Future Work

In this paper we have described a cue generation method
based on motion activity information. Dominant colour in-
formation is used to compute the motion activity map from
two adjacent key frames. The map is then used to generate
the feature vector that are used to train the cue. The cue
is simple and computationally fast. This cue, together with
other cues, is used by a hierarchical decision making system
to classify video shots and generate semantic annotation of
sport videos.
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